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A. INTRODUCTION

The vector processor has reopened for research the study

of general sparse matrix algorithms. Such study can be divided into

the following classifications.

1. Block-oriented methods that exploit vectors within dense

substructures.

2. Simultaneous system methods that exploit global structural

symmetries.

3. Fast scalar methods (a new study), for parts of a system

for which the above methods cannot be used.

General sparse solvers tend to be used in the following types

of applications.

i. ODE/algebraic systems such as electrical circuits and rigid

body dynamics, where the random nature of the structural

regularities requires general sparse solvers. The diffi-

culty here is that vectorization may require major modifica-

tions in the equation formulation by the user.

2. Finite element and finite difference systems; here they must cxmpete

with solvcrs written for specific structures such as block

triadiagonal and banded systems. With the ability to solve

arbitrary structures, they are excellent for vector processor

and algorithm evaluation before structurally dedicated assem-

bly coded solvers can be written. It must be acknowledged

however, that vector processors favor dense systems and dedi-

cated solvers, so that there is a performance bias aqainst

AIR FuRvtvS Il documented and -proqrammed reneral solvers.
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With these realizations, current research is oriented toward

solutions of ODE/algebraic applications. However, opportunities for

use of general solvers in solution of finite difference and finite

element grids will certainly be exploited.[2]

B. PROGRESS

1. Locally dense systems. A block-oriented general sparse

equation solver that exploits cache memory on the CRAY-l has been

prepared and documented [3]; comparisons are now being made between

its performance and solvers for specialized common structures. One

performance generalization that can be made is that the general solver

devotes approximately half of its time to list processing for square

blocks of size 3; for larger blocks, the numeric processing kernels

predominate.

2. Simultaneous systems. The concept and application of a

simultaneous general sparse solver was first ennunciated in (11 for

VLSI circuit analysis and in [2] for solution of 2-D finite difference

grids. The performance figures given were based on an assembly lan-

guage (CAL) implementation. A new approach, patterned after the work

of Gustavson [41, is now being studied, where explicit, loopless

vector code specific to a sparsity pattern is first generated to solve

across identically-structured sparse systems. The major objection to

Gustavson's original scalar code generation scheme was the code storage

required to solve large systems. However, because each vector instruc-

tion now performs up to 64 floating point operations in a simultaneous

sparse solver, the code storage requirements are potentially (1/64)th

that of the equivalent scalar code. A code generation version of our

original CAL simultaneous sparse solver is now under development.
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3. Fast scalar solvers. Sparse systems inevitably have (hope-

fully small) components not amenable to vectorized solution. In

VLSI circuit analysis, for example, this component corresponds to the

interconnection network. Experience indicates that a small scalar

computational component can become important if care is not taken

in its coding.

Fast scalar equation solvers have been developed to execute on

the CRAY-l in the range of 12-20 MFLOPS. For example, a seminar

student at Michigan developed, by careful instruction scheduling with

our CRAY-I simulator, a scalar tridiagonal solver that outperforms

vectorized cyclic reduction codes (5]. To replace the inter-

active instruction scheduling performed by the student, we are

examining the use of the CPM for automatically scheduling explicit

scalar code generated in the manner of Gustavson (4]. CPM is used

for instruction scheduling in the Fortran compilers of both the CRAY-I

and the CYBER 203/205, so that its specialization to sparse matrix

codes should not be limited to the CRAY-i in application. The instruc-

tionscheduler should also provide an interesting adjunct to our CRAY-l

cross assembler/simulator software (see section 5 below).

- 4. VLSI design. A PhD student from UC Berkeley engaged in

electronic circuit simulation was a visitor to our research group

during the summer of 1980 to study the CRAY-I and our sparse

matrix research. Under subsequent Bell Laboratories auspices, he

produced the paper of Appendix A. The sparse solver he developed

generates explicit unoptimized scalar code; despite this ineffic-

iency, the sparse matrix solution dropped in significance (visa

yis the original, Fortran-coded solver) to 21% of the total analysis

time. We have consequently redirected 1-2 months of effort to



-4-

assisting him in the vectorization of the now dominant equation

formulation (modeling) stage of the circuit analysis. His sparse

matrix code has spawned the above-mentioned research on scheduling,

however.

5. Simulator development. There is increased interest in our

assembler/simulator package* among CRAY-l users who are dedicated to

developing higher performance codes. Because we benefit from inter-

action with such sophisticated groups, we are devoting 1-2 man-months

to remove local operat.ng system dependencies of the software that

inhibit conversion to other systems. Also, we are promised early access

to serial #1 of the CRAY-2, which is expected to have an instruction

set similar to the CRAY-1. The simulator will then be modified accord-

ingly and will become even more useful to us and to others as an evalu-

ation and code development tool.

C. COUPLING ACTIVITIES

A. Seminars

1. On vectorized sparse elimination.

a. Washington State University, November 17, 1980

b. University of California, Berkeley, November 19, 1980

c. University of Texas, Austin, October 30, 1980

2. On other topics in vector processing.

a. 4-day seminar at AFFDL, June 1980

b. Seminar at LANL, August 1980

*Mitsubishi (Japan), Daresbury (UK), Exxon, Univ. of Alabama
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B. Counsulting

1. Visiting scientist, AFFDL, to give instruction on algorithms

for vector processing, and to study I/0 problems associated

with Navier-Stokes codes on the CYBER 203/205.

2. Visiting scientist, LANL, on vectorized Monte Carlo.

3. Industrial consultant, Mobil Research and Development, on the

vectorization of 3-D diffussion codes associated with

oil reservoir drilling and management.

C. Other

A one-week short course at the University of Michigan on High

Speed Computation was taught in August, 1980. Among 44 attendees

were representatives from NRL and DOD.

Grant-Supported Publications

Conference Publications

[1] Calahan, D.A., "Multilevel Vectorized Sparse Solution of LSI
Circuits," IEEE International Conference on Circuits and Com-
puters, ICCC 80, October 1-3, 1980, Rye, N.Y., pp. 976-989.

12] Calahan, D.A., "Sparse Vectorized Direct Solution of Elliptic
Problems," Proc. Conf. on Elliptic Problem Solvers, Santa Fe,
July 1, 1980. (to be published by Academic Press)

Reports

[3] Calahan, D.A., "A Block-Oriented Sparse Equation Solver forthe CRAY-l," Report #136 , Systems Engineering Laboratory,

University of Michigan, December, 1980.

Other Report References

[4] Gustavson, F.G.,W.M. Linger, and R.A. Willoughby, "Symbolic
Generation of an Optional Crout Algorithms for Sparse Systems
of Linear Equations," Sparse Matrix Proceedings, Conf. at
IBM T.J. Watson Res. Cntr., March, 1969.

[5] Brown, F., "A Tridiagonal Solver for the CRAY-I," project
report, seminar on High-Speed Computation, University of
Michigan, May, 1980.
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ABSTRAC'T:
of a limited number of structurally identical functionalThe algorithms, data structures and semccrducDrI

device modeling techniques proposed for a new sirula- blocks such as logic gates, operational amplifiers. etc.

The second factor is the advent of vector computers
ion program for ISI and VLSwhich provide the ideal architecture for last computa.

The selected algorithms and modclig tcchqucs are
designed for efficient execution on vector computers. Lions on repetitive structures. SPICE2 operates on an

entire circuit matrix which is loaded element by ele-

1. Introduction ment. The analysis in the new program is done at the
functional block (subeircuit) level. However. only direct

The SPICE (11 program has had wide acceptance methods are used in the solution procedure. i.e. no

and experience for integrated circuit evaluation during
the last ten years. Although initially designed to simu- decoupling takes place at any level as in timing or

late efficiently circuits of up to one to two hundred ale-
input description is used to perform an important part
.... Scompuitation in parallel. Therefore. the new pro-

cuits which are one to two orders of magnitude larger.
gram g. jups the identical functional blocks togetherT h e ru n -tim e fo r a c irc u it o f th is e x te n t is mn e a su r edl in a d p r u n s a t o l v l a a y i 6 u c i t

days on the VAX 11/730, hours on a CYI3ER and tens of adprom w-ee nlss[ c ucir~
days on the A - In/70, houte ofa an d tnrease of block (s-_bcircuit) generates a diagonel subimatrix in th-_

overall circuit matrix. Thus the circuit can be
in the execution speed of SPICE2 on new main-frame

computers, an additional order of magnitude increase

in speed is needed for the efficient simulation of 1SI cir- matrix At the lower level there are the diagona! sub-

cuits. matrices representing the internal nodes of each sub-
circuit and at the upper level there is the in',!rconnee-

Several papers have recently been published on tion matrix (borders and lower-right corner). The

algorithnis and approaches for the computer-aided cir- linearization and solution of all subcircults of the same

cult analysis of LS]. however only two working circuit type can be done simultaneously in the vector-mode.

simulation programs [3.4] have been reported to date This is possible because all these subcircuits have the

and neither provides the desired speed imp-nvemnent same topology. The feature of parameter passing

for LSI circuits. between subcircuit call and subeircuit deftnit~on

The different design aspects of the new program increases the occurance of topologically identical sub-

are outlined in the following sections. The algorithus circuits. This feature provides the possibility o! deft. ;rig

and appropriate data structures are described first. a different element value, device or model parameter at

The modeling techniques used in timing simulation can each instance of the same subcircuit.
be adapted efficiently to the new program as shown The linear system of equations is solved by reecut-

next. Comments on the initial results obtained from ing generated vector code. This approach is used

experiments with SPICE 2C on the CRAY-i are presented because an important part of the total execution tine is

in conclusion. spent in equation solution, One set of vector code is

2. Algorithms generated symbolically for each type of subcircuit. The

same code is then used for the lU factorization. forward
Two basic factors of present technology are con- and backward substitution of all subcircuits of the same

sidered in the design of the new LS circuit simulator.' type. This approach also reduces the severity of the

The first one is that LSI circuits are usually a collection gather/scatter problem due to provisions taken in the

iCtASS:E. the acronymn for Cornp-te'-aded lArge-u2e A m design of the data structure, as described below.
of Solid-State Integrated El.ectroics ( ntative name).



3. Data Structure

The dynamic memory mnagement scheme of cormplexity becoming a 15- or 32-bit adder, respec-

SPICE2 is preserved for handling the circuit data. How- tively). The circuit contains 288 semiconductor devices

ever. the data structure which is predominantly of the (180 HJTs and 108 diodes) and is described by a 450"450

linked-b3it type in SPICE2 is changed The data structure marix. If node suppression is implemented the sise of

and the main analysis loop are designed to acconmo- the matrix will be only 270T270 (an additional node is

date the new algorithms and to make the vectorization generated by the base resistance of each of the 150

possible. Thus, each element type has its own parame- Hi 1).

ter table and data may be aligned in such a way that

vector mode operations can be programmed most

effectively. The information on the circuit .parse

matrix is organized as one set of sparse submatrix

pointers for each type of subcircuit and another set of . : --__.

pointers for the interconnection matrix, The nonzero ,---< 2 ,

submatrix entries and RES for each subcircuit of the

same type are aligned and appear as Lne dataset. -

F R 4. Device Models

Model evaluation is subject to two constraints.

First, it must provide a most accurate representation of ,_ --

devices with continuously changing features due to fast - ,.

progress in processing. Second, it must be coded in -- . --ji ,-'---_ L. ,
such a way as to allow vectoriration by a Fortran com- - ,

piler. Both requirements can be fulfilled if look-up

tables for device data are used instead of mathematical

models (7]. The accuracy, speed and ease of implemen- . , ':

tation are some of the considerations underlying the

selection of this modeling approasch for circuit sirnula- --±. . S --- '-

tion [5]. The analytical models .ailable in SPICE 2G can . .LT - -

be used as well if recoded for vectorization purposes -- .... . -,* .

Some of the simpler models will be rewritten in order to W---- -

compare their performance with the table models. -------- --- ._.

Aiother important aspect of the linearization of sem-

iconductor devices is internal node suppression [8].
Internal nodes are generated due to the existence of

series parasitic resistances at the device terminals.

Thus for a circuit with 800 nodes and 1000 bipolar An interesting observation is the time breakdown
transistors if all the parasitic resistances for the between model evaluation and equation solution on the

emitter, base and collector terminals are specified, the CRAY-I. On scalar computers for all-Fortran versions

circuit matrix will have an artificial dimncnsion of 3500 the breakdown between the two is roughly 70%/30% for
rather than the 800 if node suppression is used. a 50 equation circuit. The CRAY-i, a pipelined machine.

For portability reasons the major part of the new is more efficient in evaluating models rather than trac-

program is coded in Fortrai with restrictions required ing through linked lists. Thus, with an all-Fortran ver-

by vector compilers in order to 'gent-rate vectorized sion approximately half of the time is spent in the solu-

code. The linear equation solution part is coded in tion part. For a 50 equation circuit 50%. and for a 450

assembler language to obtain important speedups of equation circuit 60%. of the total time are spent solving

computation. the linearized equations.

An overall factor of two improvement has been
5. Performance Estimate obtained just by using generated loopless machine code

An estimate of the performance of the new pro- f9.10] for the equation solution (a factor of 8 for this

gram can be made from various experiments with SPICE part only). Some meaningful statistical data on the

20 on the CRAY-I. A bipolar NANID gate 4-bit adder as transient analysis of the circuit in Fig. I are summar-

shown in Fig. I is used as a test circuit (this example ized in Table 1. The two analyses of Table I used five

can be easily expanded to four or eight times its minutes of CRAY-I cpu time,



for LSICiruit. Sgest-Urino ItlyJuly 1980.

_____tion of LSl Circuits'. Proc., Int. Conference on Cir-
r? vo, c .. .. cuits and Computers. New York. Oct. 1980.
Is. Ia -".a - - ._1_ , , C

zzzziz.. .[7] H.RChawla. H.K.Cummel and P.Ko~ak. "MOTIS -An
MOS Timing Simulator". Trans. IEEE, Vol. CAS-22.

The generated code only uses tbe scalar registers Dec. 1975.

in this case. In the new program tbere will be identical [8) A.F.L.achner and W.JMc. Calla. 'Node Suppression in

code templates which use vector registers. The compu- the Simulation of IlL'. Proc ,IEEE Int. Symposium

tation speed achieved with the scalar version is 2.5 on Circuits and Systems. N.Y., N.Y.. May 1978.

Mflops. It is estimated the vector version will average [91 E.Coher. "Performance Limits of a Dedicated CAD
10-20 Mflops at the entire matrix level (subcircuit ' , , stem". Proc.. IEEE lnt. Symposium on Circuits
interconnection), and .:ystems. Houston. Texas. April 1980.

4 [.Cnlso 101 E Cohen. "Program Referunce for SPICEZ2. ERL
6 Memno No. ERL-M592, University of California.

The approach~ of carefully matching the eharac- Bree.Jn 96

teristies of the circuits to be analyzed with the

appropriate algorithms and machine architecture make

* it possible to extend circuit simulation to LSI and VLSI

circuits. One order-of-magnitude increase in speed per-

formance is expected from the new program. This

brings the program in the same performance category

as an existing timing simulator running on the CRAY-l.
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